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**Problem**: Since the invention of the calculator, computers do an excellent job in calculating math problems. The language used in math is a substrate of natural language (NL), using technical terms and grammatical conventions. Once given to a computer, it is converted to logic. One could say, the language of math is a subset of NL with a set of rules. In that sense, it is a controlled natural language (CNL). A CNL is a subset of NL that is human and machine-understandable. But, when math is expanded to NL computers have a hard time understanding it. To this day, simple middle school word math problems are difficult to solve for a computer. Attempts have been made by using autoregressive language models like GPT-3 or converting NL straight into logic. Unfortunately, the results are still unsatisfiable. To tackle this, conversion of NL to CL might solve the problem. Therefore, can NL be converted into a CL that in turn is able to solve simple math word problems by using logic? If so, from simple math the understanding can expand to more advanced math. One can imagine a computer being able to verify proofs. Not only that but formalizing proofs itself.

~~Draft: Can simple math word problems be solved by utilizing a controlled natural language? Can natural language be converted into a controlled natural language? In addition, can a controlled natural language be utilized to solve simple math word problems?~~

**Literature:**

[1] : In this paper, an attempt is being made to rewrite a human-oriented CNL into a machine-oriented CNL. The paper suggests that this transformation could unlock

This paper explores the feasibility of rewriting a human-orientated CNL represented in Simplified English into a well known machine-oriented CNL represented in ACE CNL. According to the paper, this could unlock significant silos of general-purpose domain knowledge. By using NLP techniques, the text was analyzed and ACE compliant sentences were generated. As a validation check, the ACE APE parser was used. Finally, the ACE compliant sentences were used for knowledge extraction by extracting DRS and OWL triples. The initial results showed that simplified text can be rewritten into a CNL and can be used for knowledge extraction. This is relevant to the problem because it shows a possible solution for solving the math word problems (NL) to CL part.

[2]: In this paper, an attempt is being made to move natural language legal text to their respective set of machine-readable conditions. The paper proposes the use of NLP techniques towards extracting rules of legal texts. According to the paper, a combination of extracting syntax and linguistic information leads to a powerful solution. The initial results are still unsatisfiable. With respect to the problem, this can be a possible approach to convert math word problems (NL) to CL.

[3]: In this paper, an argument is made on developing a controlled natural language for mathematics. The paper points out that there is little consensus on the issue, and mathematicians and computer scientists tend to line up on opposite sides. Technology is still far from making a semantic reading of mathematics as it is currently written. Machine learning techniques, as well as linguistic approaches, have not yet reached the ability. Mathematicians are still far from the mass adoption of proof assistants. Adoption has been gradual, and structural reasons hinder the adoption of proof assistants. The paper points out that there is value in bridging the above. CNL technology can help to bridge the gap. This is relevant because it is the exact problem that our paper is trying to solve.

[4] In this paper, the capability of neural models on the task of parsing First-Order Logic (FOL) from natural language sentences is examined. Analysis showed difficulties faced by neural networks in modelling FOL and ways to tackle them. This work goes from NL to Logic. This is relevant to the problem because we start with word problems (NL), convert to CL, extract Logic and then make a calculation on this logic.

[5] In this paper, a first step is taken towards automatic formalisation and verification of textbook mathematical text. Therefore, a controlled natural language for mathematics (CLM) is developed. This CLM is a subset of English with restricted grammar and a dictionary. Second, the CLM automatically gets translated into a system-independent formal language (MathAbs). The paper claims that there is no system that provides such linguistic features as their system does. However, the coverage of CLM facilitates common reasoning patterns but is limited. Furthermore, theorem provers need improvement. This is relevant to the problem because it tries to solve the same problem in a sense. Both approaches try to solve textbook math problems using CL.
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